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Choosing the calibration model in assay validation 1
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Abstract

Data transformations and weighting schemes are normally used to obtain the best-fit of standard curves in
bioanalysis and the calibration model is usually selected during prevalidation. In the present study, a comparison has
been made between unweighted and weighted (1/x, 1/x2, and 1/
x) regression models with or without an intercept
in achieving the best-fit for the standard curve of CDRI compound 81/470, a new anthelmintic agent, in cow milk.
Validation samples in milk at the LLOQ, medium, and high concentrations were also analysed by each of the
calibration models. An unweighted regression equation with an intercept overestimated the concentrations at the
LLOQ. An unweighted equation without intercept and weighted equations with or without an intercept significantly
minimized the bias at the LLOQ without distorting the results at higher concentrations. Hence, an unweighted
equation for a straight line passing through the origin was found to be the best model for a standard curve of 81/470
in milk. Similar results were obtained for 81/470 and UMF-078 in serum and plasma, respectively. Bioanalysts should
routinely test these models to obtain the best fit model for their calibration curves as part of their assay validation
not during prevalidation. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

A fully validated, accurate and reproducible
bioanalytical method is an important prerequisite
in a pharmacokinetic/biopharmaceutical study.
The quality of bioanalytical data are highly de-
pendent on the quality of the standard curve and
the calibration model used to generate it. It is
imperative to establish a relationship between the
analyte concentration and the detector response.
Unlike pharmaceutical analysis, the concentration

range in the bioanalysis test samples is dynamic
and broad, normally of the order of three or
more. Although using two or more standard
curves with different calibration ranges is not
uncommon, a single standard curve that encom-
passes the entire dynamic concentration range in a
pharmacokinetic study is of great use during rou-
tine analysis. Most of our pharmacokinetic stud-
ies currently employ a high-performance liquid
chromatographic (HPLC) method of analysis.
With the use of UV or fluorescence detection in
HPLC, a linear increment in detector response
can be expected over a broad analyte concentra-
tion range.

* Corresponding author.
1 CDRI communication number 5705.

0731-7085/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.

PII: S0 731 -7085 (98 )00256 -8



N.V. Nagaraja et al. / J. Pharm. Biomed. Anal. 20 (1999) 433–438434

Variance function of the response is not uni-
form over the calibration range in bioanalysis [1]
and hence, the data are said to be heteroscedastic
[2]. In such cases, an ordinary least square linear
regression equation (y=mx+c, where y is the
response at concentration x, m is slope and c is
the y-intercept), by virtue of minimizing the resid-
uals, gives less importance to the concentrations
at or near the lowest limit of quantitation
(LLOQ) (since variance is less at these levels) and
gives more importance in minimizing residuals at
higher concentrations. This might result in incor-
rect measurements of unknown samples near the
LLOQ and thus wrongly question the validity of
the assay method. Data transformations or the
application of suitable weights are generally em-
ployed to overcome heteroscedasticity [1–4].
However, the applicability of a linear equation
without an intercept (y=mx) for the best-fit of
standard curve has not been advocated in recent
reports [1–5]. Also, it is the current practice to
select the calibration model during the pre-valida-
tion stage [6]. In this paper, we share our experi-
ence of selecting an appropriate calibration model
and the stage of its selection during assay
validation.

2. Materials and methods

The assay validation data of CDRI compound
81/470, a new anthelmintic compound in cow
milk [7], was used in this study. Milk samples
were treated with acetonitrile for protein precipi-
tation followed by extraction with diethyl ether.
The compound 81/470 was chromatographed on a
C18 column and quantitated using a fluorescence
detector [7]. In total, seven standard curves in
milk were constructed (range 10–1000 ng ml−1)
from independently spiked standards, and 120
validation samples, independent from calibration
standards, at LLOQ (10 ng ml−1), medium (100
ng ml−1) and high (1000 ng ml−1) concentrations
were analysed in four batches. The peak heights
(mV) of all calibration standards were pooled and
used for an initial calibration model selection.
Initial observations showed good linearity be-
tween the responses and the concentrations (r\

0.995). Linear regression equations y=mx+c
and y=mx (line passing through origin) were
fitted with 1/x, 1/x2 and 1/
x weighting schemes
on Microsoft Excel software (Version 5). Individ-
ual standard curves were also fitted using these
equations/weights. In addition to this, 120 valida-
tion samples in the milk matrix were read using
each of the models applied to the standard curve
of the corresponding batch. Table 1 summarizes
the notations used to refer the models in the
following text.

3. Results and discussion

Preliminary analysis of standard curves showed
linearity between the response (y) and the concen-
tration (x) (r\0.995). Model 1A—the most
widely used equation for a standard curve—gave
an adequate coefficient of correlation, however,
the value of the y intercept was often higher than
the response at the LLOQ. Residues at medium
and high levels were within acceptable limits.
Pooled standard curve data (n=7 at each of the
six points) were also fitted with different models
(Table 1, Models 1A–4B). The difference in the
residual structure among the calibration models
was significant at low concentrations, whereas, the
difference was moderate at medium and only
nominal at higher concentrations. The residue
scatter at lower concentrations (10–100 ng ml−1)
with each of the models is presented in Fig. 1.

With Model 1A, the intercept was not zero
(negative side) and the value was at least 50% of

Table 1
Notations for calibration models with different equations and
weighting schemes

WeightEquationModel notation

1y=mx+c1A
y=mx 11B

2A y=mx+c 1/x
1/x2B y=mx
1/x2y=mx+c3A

y=mx3B 1/x2

4A 1/
xy=mx+c
4B 1/
xy=mx
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Fig. 1. Comparison of residue scatter at low concentrations with different calibration models. The line (– – –) represents the
observed mean.

the response at the LLOQ and the residuals were
always on the positive side of the mean of residu-
als (zero) at 10 and 25 ng ml−1. With Model 1B,
the mean of the residuals was not zero, and
though the residuals at 10 and 25 ng ml−1 were
on the positive side of the observed mean, they
were scattered around the ideal mean, zero. Al-
though this resulted in underestimation at 50 and
100 ng ml−1, the deviations were within 5%.
Other models also resulted in bringing the residu-
als around zero at 10 and 25 ng ml−1 and Model
3A was found to be the best one at lower concen-
trations (Fig. 1). A comparison of the different
models showed that Model 1A yielded least

RSSQ, however, this model resulted in overesti-
mation at lower concentrations. Also, RSSQ for
the models without an intercept were higher than
the corresponding models with an intercept, ex-
cept with the 1/x2 weight. Thus, by analysing the
pooled data, it was not possible to choose an
appropriate calibration model.

At this stage, it was decided to fit the individual
sets of the calibration standards with Models
1A–4B and read the concentrations of validation
samples from the corresponding standard curves.
An example of regression parameters for one set
of calibration standards is given in Table 2.
Model 1A was the best model in terms of RSSQ.
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The curves without an intercept resulted in higher
RSSQ than the corresponding curves with an
intercept. The sum of residuals was zero in Mod-
els 1A, 2A and 2B, and non-zero in other models.
Validation samples were analysed in four batches
during inter- and intra-batch variation studies,
freeze–thaw cycling studies and in-process residue
stability studies. The calibration curves of each
batch were constructed using each of the models
(Model 1A–4B) and the concentrations of 81/470
in each of the 120 validation samples (at the
LLOQ, medium and high concentrations) were
estimated using the corresponding standard
curves. A subset of the results at the three concen-
tration levels is presented in Table 3. The detector
responses (peak heights) of these samples corre-
sponded with those of calibration standards (milk
matrix) and the analytical standards (recovery of
81/470 was greater than 90%). The overestimation
of samples corresponding to the LLOQ (10 ng
ml−1) using unweighted y=mx+c equation
(Model 1A) was readily evident (Table 3). Percent
bias was considerably greater than acceptable lim-
its of 920% [5], exceeding 100% in some in-
stances. While, at higher levels, %bias decreased
and it was only nominal at 1000 ng ml−1. Model
1B (y=mx, unweighted) significantly improved
the results at all concentration levels. Percent bias
in Model 1B was within 10% at the LLOQ, less
than Model 1A at 100 ng ml−1 and comparable
at 1000 ng ml−1. With 1/x weight, Model 2B
(without intercept) gave better results, in terms of
%bias, than the model with an intercept (Model
2A). The positive residue scatter at the LLOQ in
Model 4A (y=mx+c with 1/
x weight, Fig. 1)

was reflected in overestimation of validation sam-
ples at the LLOQ in Table 3. Also, in this weight-
ing scheme, the equation without an intercept
(Model 4B) yielded better results than the one
with an intercept (Model 4A). At medium and
high concentration levels, the differences in the
estimated concentrations were within 10%. Dun-
net’s multiple comparisons of estimated concen-
trations also showed that the differences in the
calculated concentrations at high concentration
(1000 ng ml−1) were insignificant (P\0.05).
Since it is the convention to choose the simplest
algorithm that can satisfactorily explain the rela-
tionship between the x and y variables, we se-
lected Model 1B (unweighted y=mx) for
constructing standard curves of 81/470 in cow
milk [7]. This equation was used for the analysis
of milk samples of dairy cows after a single oral
dose (20 mg kg−1) of 81/470 (7).

While data transformations and weighting
schemes have been suggested for linear regression
in recent literature, the applicability of standard
curve passing through an origin or ‘forced’
through an origin has not been mentioned [1–5].
Is this because the y=mx equation employs an
algorithm whereby the sum of residuals is not
equal to zero? If so, weighted equations also do
not always achieve this criterion (Table 2). Or is it
taken for granted that both y=mx+c and y=
mx equations are tested for suitability, without
mentioning it?

Our observation was not limited to milk sam-
ples. Overestimation at the LLOQ was more pro-
nounced for the estimation of 81/470 in serum for
the clinical pharmacokinetic studies (unpublished

Table 2
Regression parameters of a representative standard curve

Slope InterceptModel Sum of residuals Residual sum of squares

73.0 −298 0 21199231A
72.6 01B −1117 2452471

2A 72.2 −61.3 0 2679469
2B 0071.9 3004854

72.13A −60.0 55.4 2731143
3B 70.4 0 2609 8630138

72.64A −119 −320 2294024
72.3 0 −676 25388214B
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Table 3
Concentration of 81/470 in validation samples calculated through different calibration models

Weight (1/
x)Peak height Unweighted Weight: 1/x Weight 1/x2

(mv)

y=mx+c (1A) y=mx (1B) y=mx+c (2A) y=mx (2B) y=mx+c (3A) y=mx (3B) y=mx+c (4A) y=mx (4B)

Conc. (ng % bias% bias Conc. (ng Conc. (ng% bias Conc. (ng % bias% bias Conc. (ng Conc. (ng% bias Conc. (ng % bias% bias Conc. (ng
ml−1) ml−1)ml−1)ml−1) ml−1) ml−1)ml−1) ml−1)

10 ng ml−1 (LLOQ)
19.1 91.5694 9.6 −3.7 10.3 2.7 9.8 −1.6 10.0 0.3 10.0 −0.5 12.0 20.4 9.7 −2.7
20.4 104.2 10.2 1.5 11.9 19.4 10.4 4.0747 10.9 8.8 10.8 8.4 14.2 42.0 10.2 2.5
25.6 155.5 9.7 −2.7 11.5 14.9 10.1 1.0692 9.4 −6.2 10.5 4.9 15.5 54.8 9.9 −1.2

752 26.4 163.8 10.6 5.8 12.4 23.6 11.0 9.8 10.3 3.3 11.4 14.0 16.3 63.3 10.7 7.3
14.6 46.0 10.6 5.8 11.5 14.9 10.7 6.8 11.5768 14.8 10.9 9.1 12.2 22.3 10.6 6.2
14.0 39.7 9.9 −0.6 10.9 8.5 10.0 0.4722 10.8 8.4 10.3 2.6 11.6 15.9 10.0 −0.2

100 ng ml−1 (medium)
105.7 5.7 97.3 −2.7 99.7 −0.3 99.4 −0.67014 100.4 0.4 100.6 0.6 100.2 0.2 98.3 −1.7

6918 111.3 11.3 97.3 −2.7 101.9 1.9 101.0 1.0 108.1 8.1 104.8 4.8 103.4 3.4 98.7 −1.3
111.3 11.3 97.3 −2.7 101.0 1.0 101.0 1.06920 108.1 8.1 104.9 4.9 103.5 3.5 98.8 −1.2

7221 115.4 15.4 101.6 1.6 106.3 6.3 105.4 5.4 112.9 12.9 109.4 9.4 107.7 7.7 103.1 3.1
100.9 0.9 97.3 −2.7 98.8 −1.2 98.2 −1.8 98.87066 −1.2 100.4 0.4 99.0 −1.0 97.7 −2.3
102.5 2.5 99.0 −1.0 100.4 0.4 99.9 −0.17186 100.5 0.5 102.0 2.0 100.7 0.7 99.3 −0.7

1000 ng ml−1 (high)
1027 2.7 1030 3.0 1052 5.2 1053 5.374276 1062 6.2 1065 6.5 1039 3.9 1041 4.1

71241 965.1 −3.5 968.2 −3.2 987.4 −1.3 991.5 −0.9 1032 3.2 1034 3.4 974.2 −2.6 977.2 −2.3
1016 1.6 1022 2.2 1057 5.7 1061 6.172676 1150 15.0 1101 10.1 1032 3.2 1037 3.7

73792 1015 1.5 1016 1.6 1023 2.3 1026 2.6 1024 2.4 1048 4.8 1019 1.9 1020 2.0
71059 977.5 −2.3 978.7 −2.1 985.6 −1.4 987.8 −1.2 986.1 −1.4 1009 0.9 981.0 −1.9 982.3 −1.8

1004 0.4 1005 0.5 1012 1.2 1014 1.5 101372988 1.3 1037 3.7 1008 0.8 1009 0.9
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data) wherein, the analytical concentration range
was broad (10–10 mg ml−1). Overestimation of
81/470 at low concentrations with the least-
squares calibration line (Model 1A) would have
altered the pharmacokinetic model of 81/470 in
humans because of significant change in the slope
of the terminal phase of the concentration–time
curve. Also, the standard curves of a new antifilar-
ial compound methyl (9 )-[5-(a-p-fluorophenyl)-
1H-benzimidazol-2-yl]carbamate (UMF-078) and
four of its metabolites (10–500 ng ml−1) could be
successfully fitted (unpublished assay, method de-
veloped and validated in this laboratory) to un-
weighted straight line equation passing through
origin (Model 1B). For these analytes also, Model
1B improved the results to the same extent as the
weighted regression equations.

A second aspect that has drawn our attention is
the time taken to choose the calibration model. It
is the current practice to analyse replicates of
calibration standards in a single batch prior to
assay validation, and treat the pooled data
through different transformations and weighting
schemes [6]. However, it has been found that the
calibration model can be rightly chosen only after
the process of assay validation is completed. This
procedure involves the analysis of independently
spiked validation samples and individual calibra-
tion curves (six to eight data points) in several
batches which actually simulate the real condi-
tions of a routine analysis. If we were to select a
calibration model prior to validation, we would
have chosen either Model 1A based on RSSQ or
Model 3A based on residue scatter (Fig. 1). This
would ultimately lead to an inappropriate estima-
tion of the concentrations in the validation sam-
ples, thus questioning the authenticity of the
validation process. Hence, we recommend that the
calibration model should be chosen only after
analysing all the validation samples, and not dur-
ing prevalidation, as is the current practice.

Another question that arises in this context is
whether choosing the calibration model is limited
to new assay methods, or is it a requirement for
validation of an existing method also. In our
opinion, since the scatter/bias of points on a
calibration curve might change with analyst, sys-
tem, laboratory, and period, the appropriate cali-
bration model should be chosen whenever a
revalidation is attempted.
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